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o SUPPORT YOUR FIRST CAREER IN JAPAN
_ﬁ—- ] C P § M~ = Ml Hotel front desk / English Teacher / Inexperience welcomed

Make a step towards your future career

[L1/L2 Support Engineer] Use English and Japanese / Tokyo
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https://www.careercross.com/company/detail-410796
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About the Organization:

GSD is a leading provider of professional IT managed services, dedicated to delivering exceptional 24/7/365 support and
operational excellence for mission-critical business applications. We partner with innovative clients like yours to help their
platforms achieve maximum uptime and optimal performance. Join our dynamic team and contribute to a fast-paced, high-
impact environment.

About the Role:

The L1/L2 Support Engineer plays a critical role in ensuring the continuous availability and optimal performance of our key
applications, particularly our cutting-edge eSIM services running on AWS. You will handle initial response to incidents (L1
duties) and escalate complex technical issues for detailed troubleshooting and resolution (L2 duties).

This role bridges initial response and advanced problem-solving, driving incident resolution, contributing to problem
management, and enhancing stability across supported platforms.

We seek individuals with proactive problem-solving skills, a strong customer service mindset, deep foundational to applied
understanding of cloud environments and modern application architectures, and a drive for continuous improvement.

Primary Responsibilities:

1. 24x7 Monitoring and Alert Management (L1 Focus):

- Rigorously monitor application and service health, infrastructure (AWS, Kubernetes), and network alerts across all
platforms, including eSIM services.

- |dentify anomalies and incidents using monitoring tools such as Grafana, Loki, Sentry, AWS CloudWatch, and automated
email reports.

- Analyze platform behavior to clearly identify potential issues and prevent service disruptions.

2. Incident Management and Primary Response (L1 Focus):

- Serve as the primary point of contact for all incoming incidents reported via monitoring alerts or by users/B2B customers.

- Perform initial logging, triage, prioritization, tracking, and routing of incidents within the ticketing system (Jira, ServiceNow,
Telna Ticketing Platform, Zendesk).

- Strictly adhere to defined Service Level Agreements (SLAs) for first response times.

- Perform initial troubleshooting using defined runbooks and Standard Operating Procedures (SOPs).

- Accurately document events, issues, and their resolutions in logs and ticketing systems.

3. Advanced Incident Resolution (L2 Focus):
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- Serve as the primary escalation point for incidents unresolved by L1, performing advanced troubleshooting and
diagnostics.

+ Resolve incidents within agreed SLAs and timelines by leveraging runbooks, MOPs, and deep technical knowledge.

+ Conduct detailed troubleshooting for issues related to applications, data, integrations, and underlying infrastructure.

- Analyze logs (application, system, AWS, Kubernetes, microservices) using tools like Loki, Sentry, and AWS CloudWatch to
identify root causes.

- Collaborate with other support or dependent groups (internal or our L3/DevOps) when incidents have links.

4. Communication and Escalation:

- Classify incidents based on severity and impact, promptly escalating high-priority issues to the L2 team (for L1) or the
Incident Manager/our L3/DevOps team (for L2).

- Directly convey unresolved issues to the appropriate next-level support personnel.

- Provide timely and professional updates to end-users and stakeholders regarding incident status and solutions.

- Collect customer feedback and suggestions, relaying them to the responsible team.

5. Interactions with B2B Customers (eSIM Services - L1/L2 Focus):

- Professionally handle complaints and inquiries from B2B customers, primarily following defined playbooks and MOPs.

- Escale B2B issues beyond L1 scope to the appropriate internal team (L1) or resolve complex B2B issues (L2).

6. Problem Management and Stability (L2 Focus):

- Actively participate in problem management activities, including identifying recurring issues and contributing to Root Cause
Analysis (RCA).

- Proactively identify potential issues, analyze technical problems, and propose permanent fixes or solutions.

- Contribute to stability analysis and continuous service improvement initiatives.
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- Design and execute audit plans to ensure system health and compliance.

- Create logical diagrams to improve performance issues and identify RCAs.

7. Operational Execution and Collaboration (L2 Focus):

- Execute complex operational tasks such as playbook execution, switchover/failover activities, and troubleshooting cluster
failures (e.g., Kubernetes, DR-related issues).

- Collaborate closely with our DevOps and software development teams, providing necessary information for pipeline
support and responding with rollback strategies in mind.

- Stay updated on relevant changes from third-party providers (e.g., Telna API changes, service updates, operational
guidelines provided by us) for troubleshooting purposes.

- Perform pre-checks and post-checks after service releases, patches, and hotfixes based on our MOP and playbooks.

8. Knowledge Management and Mentorship:

- Contribute to the knowledge base by documenting solutions and common issues (L1).

- Create and update detailed knowledge base articles, runbooks, and troubleshooting guides for L1 and end-users (L2).

* Provide guidance and mentorship to L1 support engineers for each application (L2).

« Facilitate training/education for L1 staff and receive training from application teams to enhance domain expertise (L2).

+ Accurately document all incidents, solutions, and RCAs for future reference and knowledge sharing.
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Required Qualifications:

- This position is not open to applicants residing outside of Japan.

- Bachelor of Science (BSc) degree in Computer Science, Information Technology, or a related technical field from an
internationally recognized/accredited university.

- 3-5+ years of hands-on experience in technical support, network operations, or IT service desk roles (preferably in a
24x7x365 environment).

+ Proven experience in advanced configuration and troubleshooting of complex IT systems.

+ Extensive hands-on experience with AWS cloud infrastructure and monitoring (e.g., EC2, VPC, S3, CloudWatch, Lambda).

- Experience with containerization technologies, particularly Kubernetes, and microservices architecture.

- Proficiency with monitoring tools such as Grafana, Prometheus, ELK Stack, Loki, and Sentry.

- Deep understanding of networking concepts, Linux/Unix administration, and system log analysis.

- Experience with database queries and basic operations.

- Skilled in scripting (Shell/Bash, Python) for automation and troubleshooting.

- Experience with ticket systems (e.g., Jira, ServiceNow, Zendesk).

- Excellent analytical, problem-solving, and critical thinking skills.
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- Strong communication and interpersonal skills to clearly explain complex technical issues.

- Excellent customer service skills and a commitment to delivering a positive customer experience.

- Ability to work effectively within a team and independently in a fast-paced, constantly changing environment, including shift
work and on-call rotations for 24/7 operations.

- High accountability, strong work ethic, and proactive attitude.

- Excellent communication skills in both English and Japanese (Japanese communication skills are a significant plus,
especially for our group accounts).

Preferred Qualifications:

- Experience with CI/CD pipelines and understanding of DevOps methodologies.

- ITIL Foundation certification.

- AWS certifications (e.g., Solutions Architect Associate, SysOps Administrator Associate).

- Experience with basic troubleshooting and escalation of issues within network environments.

- Ability to multitask efficiently and manage competing priorities.

Work Environment and Benefits:

+ Opportunity to work with cutting-edge technology and critical communication services.

- Challenging work with opportunities for deep technical growth.

+ Collaborative and supportive team environment.

+ Opportunities for continuous learning and professional development.

- Competitive salary and benefits package.
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